Multivariate Statistics J

Lecture 10

Fudan University

Lecture 10 (Fudan University) MATH 620156 1/32



Outline

@ The Density of the Wishart Distribution

Lecture 10 (Fudan University) MATH 620156 2/32



Outline

@ The Density of the Wishart Distribution

© Properties of the Wishart Distribution

Lecture 10 (Fudan University) MATH 620156 2/32



Outline

@ The Density of the Wishart Distribution
© Properties of the Wishart Distribution

© The Generalized Variance

Lecture 10 (Fudan University) MATH 620156 2/32



Outline

@ The Density of the Wishart Distribution
© Properties of the Wishart Distribution
© The Generalized Variance

@ Distribution of the Set of Correlation Coefficients

Lecture 10 (Fudan University) MATH 620156 2/32



Outline

@ The Density of the Wishart Distribution

© Properties of the Wishart Distribution

© The Generalized Variance

@ Distribution of the Set of Correlation Coefficients

© The Inverted Wishart Distribution

Lecture 10 (Fudan University) MATH 620156 2/32



Outline

@ The Density of the Wishart Distribution

Lecture 10 (Fudan University) MATH 620156 3/32



The Wishart Distribution

We shall obtain the distribution of

N
A=) (xa—%)(xa—%)",
a=1

where x,...,xy are independent, each with the distribution NV,(u, X) and
N > p.

We have shown that A is distributed as > _, z,z} where n= N —1 and
zy,...,z, are independent, each with the distribution N,(0, X).

We shall show that the density of A for A positive definite is

(det(A)) T exp Ht (Z'A))

£t (det(Z)) Par(3(n+1- l))
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The Wishart Distribution

We shall first consider the case of X = 1. Let
v
[zl z,,] = || e RP*".
vp
Then the (/,/)-th elements of A can be written as

.
ajj = V; Vj

and vectors vy, ...,V are independently distributed according to N,(0, ).
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The Wishart Distribution

Applying Gram-Schmidt orthogonalization on vy, ..., vp.
i-1 T
W v;
@ Let w; =v; and w;:v,-—zji;-wj fori=2,...,p.
j=1 ||W.i||2

@ We can prove by induction that wy is orthogonal to w; for k < i.

© We can show that Pr (||w;||, = 0) = Pr(rank(A) < p) = 0.

Define the p x p lower triangular matrix T (t; = 0 for i < j) with

ti = ||wil|, for i=1,...,p;
tj = wj vi for j=1,....i—1, i=2,....p.
[Iwjl
Then we have
S tyw; | | w‘l w|,, T T
vi:Z||WJ||2’ Vi Vol = Twl, v Twl, | Toand A=TT .
j=1 | | |
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The Wishart Distribution

The formula

i

t..
vV, = y . Wj
means t; for j =1,...,i — 1 are the first i — 1 coordinates of v; in the
coordinate system with wy, ..., w;_1.

The sum of the other n — i + 1 coordinates squared is

i—1
2 2
vills =t =t = [will5.
j=1
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The Wishart Distribution

There exist w/,...,w/, and t}, ..., t, such that

nooot
Z W-+Zi~w'-:w-t’-
||WJ||2 Tl i

where
F oty
| o ]
tii—1 Wi W;_q w; w
t;=|""| and W;= ’ TR | e R
th [[wa] [wi-all  [lw]l A
: | | | |
L tiy

is orthogonal. Then we have t; = W/ v;.
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The Wishart Distribution

Conditional on wy,...,w;_1 (or equivalently on vy,...,v;_1), then
random variables tj1, ..., tj_; are independently distributed and t;; is
distributed according to A(0,1) for i > j; and t2 has the y2-distribution
with n — i 4+ 1 degrees of freedom.

The sketch of the proof:
@ Conditional on wy,...,w;_1, the matrix W; is fixed.
Q@ We have t! = W/ v; ~ N(O 1) since v; ~ NV(0,1) and W'W = 1.
@ We have 2 = ||v;||3 — ZJ 1 ti > ,t,’J , where each t}; are
independently distributed according to N'(0,1) for j =1i,...,n.
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The Wishart Distribution

Since the conditional distribution of t;1,..., tj does not depend on
Vi,...,Vi_1, they are distributed independently of ti1, to1, to2, ..., tji—1,i—1.

Let zi,...,z, be independently distributed, each according to N, (0,1),
where n > p; let

n
A= Zzaz;r =TT,
a=1

where tjj =0 for i < j,and t; >0 fori=1,...,p. Then ti1,to1,...,tpp
are independently distributed; t;; is distributed according to A/(0, 1) for
i > j; and t,-% has the y?-distribution with n — i + 1 degrees of freedom.
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The Wishart Distribution

Let z3,...,2, be independently distributed, each according to N,(0, X),
where n > p; let

n
A= Z 2,2, =TT,
a=1

where t,-j- =0fori<j,and t; >0fori=1,...,p. Then the density of
T is
Pt exp (= 3tr(ZITTHT))
p(n=2) p(p—1) :

27 % (det(E))2 TT0, T ((n+1—1))
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The Wishart Distribution

Let z1,...,2z, be independently distributed, each according to N'(0, X), where
n > p. Then the density of A=Y""_ 2,2} is

«

(det( ) exp( lr (Z71A))
2% 7% (det(E))? [, T (A(n+1—1))

(1)

for A positive definite, and 0 otherwise.

Let x1,...,xy be independently distributed, each according to N,(, X), where
N > p; Then the density of A = Zgzl(xa —%X)(xo — %) " is (1), where
n=N-1and x= %Zg’zlxa.
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The Wishart Distribution

The multivariate gamma function is defined as

ﬁr(t— ,—1))

Then the Wishart density can be written as

t)—7r
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The Wishart Distribution

We denote the density of the Wishart distribution as

(det(A))

np

2% (det(X))2 T, (2)

and the associated distribution will be termed

w(A| X, n) =

A ~ W(Z, n).

If n < p, then A does not have a density, but its distribution is
nevertheless defined, and we shall refer to it as W(X, n).

Let x1,...,xy be independently distributed, each according to N,(u, X),
where N > p. Then the distribution of S = 2 S™V_ (x, — %)(xa — %)
w (%Z, n).

is
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The Characteristic Function of the Wishart Distribution

Given B positive semidefinite and A positive definite, there exists a
non-singular matrix F such that FTBF = D and FTAF = I, where D is
diagonal.

The characteristic function of chi-square distribution with the degree of
freedom n is
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The Characteristic Function of the Wishart Distribution

If z1,...,2z, are independent, each with distribution A/(0, X), then the
characteristic function of a1,

(1,j)-th element of

...,app, 2a12,...,2ap_1p, Where aj; is the

n
A= g 2,2
a=1

is given by
E [exp(i tr(A®))] = (det (1 — 2i0X)) "2 .
MATH 620156
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The Sum of Wishart Matrices

If Aq,...,Aq are independently distributed with A; ~ W(ZX, n;) for
i=1,...,q, then

q q
A=> A ~W (Z,Zn;) .
i=1 i=1

If p=1and X =1, then W(X, n) is a x?-distribution with n degrees of
freedom.
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Certain Linear Transformation

We shall frequently make the transformation
A =CBC!,

where C € RP*P is non-singular.

If the random matrix A is distributed according to W(X, n), then B is
distributed according to W(®, n) where

®=clx(ch) ™
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Marginal Distributions

Let A and X be partitioned into g and p — g rows and columns,

A11 A12:| |:le z12:|
A = N Z =
|:A21 A22 z21 z22

If A is distributed according to W(X, n), then A3 is distributed according
to W(le, n).
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Marginal Distributions

Let A and X be partitioned into py,..., pg rows and pi,..., pg columns as
Ay - Ay ) RTRERTRID X
A= ; ; and 2= : . :
Ay - Ay T o Zgg

If X =0 for i #j and if A ~W(X, n), then Aqq,...,Aqq are
independently distributed and Aj; ~ W(X;,n) for j=1,...,q.
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Conditional Distributions

Let A and X be partitioned into g and p — g rows and columns as

All A12 le Z12
|:A21 Azz} an [}:21 222]

If A is distributed according to W(ZX, n), then the distribution of
Ao = A — AA Ay

is distributed according to W(X11.2,n — p + q), where
Tio=%n XXy Inandn>p—g.

Follow the analysis in the section of partial correlation coefficient.
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The Generalized Variance

The multivariate analog of the variance of the univariate distribution:
@ Covariance matrix X.

@ The scalar det(X), which is called the generalized variance.

The generalized variance of the sample of vectors x1,...,xy is
1 N
det(S) = det (/\/—1 ;(xa — o) (X — xa)T>
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The Generalized Variance

Let
N
A=> (o —%a)(Xa — %) = (N —1)S
a=1
and
| | vi
X—%1=|x;—%X -+ xy—%X%|=]|:|=VeRN
| \ v,

The sample generalized variance comes p rows of V = X — X1 as p vectors
Vi,...,Vp in N-dimensional space.

We have det(S) = det(A)/(N — 1)P.
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Distribution of the Sample Generalized Variance

Consider that xi,...,xy are independently sampled from A/(u, X), then

n

T

A= E Z,2,,
a=1

where 21, ...,2, are distributed independently according to N'(0,X), and
n=N-1.

Let z, = Cy, fora=1,...,n, where CCT =X. Thenyi,...,y, are
independently distributed, each with distribution N'(0,1). Let

B= Z yaY;— = Z Cilzazl(cil)—r = CilA(Cil)Tv
a=1 a=1
then det(A) = det(C) det(B) det(C ") = det(B) det(X).

We have shown that det(B) = []7_, t3, where tf,, ..., t2, are independent and t7

are distributed according to y?-distribution with N — i degrees of freedom.
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Distribution of the Sample Generalized Variance

det(S) = det(B)det(X)/(N — 1)P equals to

det(}:)H, 1 ”
(N—1)p

where tfl, e t,z,p are independent and tﬁ are distributed according to
x?-distribution with N — i degrees of freedom.
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Distribution of the Sample Generalized Variance

Let det(B)/nP = [15_; Vi(n), where Vi(n),..., V,(n) are independently

distributed and nV;(n) is distributed according to x?-distribution with
n — p + i degrees of freedom.

Since nV;(n) is distributed as 3."_2"" w2 where the w, are independent,

each with distribution A/(0,1), the central limit theorem states that

nVi(n) = (n—p+i) _ - Vi(n)—1+27
2(n—p+1) V2 1_pT—i

is asymptotically distributed according to A/(0, 1).

Then /n(V;(n) — 1) is asymptotically distributed according to N/(0, 2).
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Distribution of the Sample Generalized Variance

Theorem 5 [Serfling (1980), Section 3.3]

Let {u(n)} be a sequence of m-component random vectors and b a fixed
vector such that

lim v/n(u(n) —b) ~ N(0,T).

n—o0

Let f(u) be a vector-valued function of u such that each component fj(u)
has a nonzero differential at u = b, and let

Ofj(u)
au,' u=b

be the (i, )-th component of ®,. Then /n(f(u(n)) — f(b)) has the
limiting distribution AV(0, ®] T®y,).
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Distribution of the Sample Generalized Variance

Let det(B)/nP = f(u) = [15_; ui,

Vl(n) 1
u(n) = : , b=|: and T =2L

Then we have

of
ou;

,=L dv=1 and ¢, Tey=2p,
u=

which implies

A2 ) (=)

is asymptotically distributed according to A(0, 2p).
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Distribution of the Set of Correlation Coefficients

Recall that
ajj
rU = .

When the covariance matrix is diagonal, that is

o;1 0 .- 0

O 099 e e P

== . _ and  det(X) =[] ou,
: : - : e}
0 0 Opp

then the density of {r; : i <, i,j=1,..,p} is

(T(3))” (det ([r31;))

Mo (3)

n—p—1
2
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Distribution of the Set of Correlation Coefficients

Sketch of the proof:
@ We consider the transformation
aj = \/37,,\/%@ i</,
aji = ajj =
which is from {rj : i <j, i,j=1,...,p}U{ai:i=1,...,p} to
{aj i<y, i,j=1,...,pyU{a;:i=1,...,p}
@ The joint density of {r;:i <j, i,j=1,...,ptU{ai:i=1,...,p}is

(et (1)) T3] oo (—2)

Mo (3) P 2%}

© Integrate out aj;.
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The Inverted Wishart Distribution

If A has the distribution W(X, m), then B = A~! has the density is

m m+p+1
2

(det(B)); 2 exp (—%tr (\UB_l)).
27T, (%)

(det(W))

w (B | W, m)=

for B positive definite and 0 elsewhere, where W = X1,

© We call B has the inverted Wishart distribution with m degrees of
freedom and denote B ~ W=1(W, m).

@ We call W the precision matrix or concentration matrix.

© The derivation of w=!(W, m) are based on the determinant for
Jacobian of transformation A = B~ is (det(B))~(P*1).,
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The Inverted Wishart Distribution

If the posterior distribution p(@ | x) is in the same probability distribution
family as the prior probability distribution p(@), the prior and posterior are
then called conjugate distributions, and the prior is called a conjugate prior.

Theorem 6

If A has the distribution W(X, n) and X has the a prior distribution
WTL(W, m), then the conditional distribution of X given A is the inverted
Wishart distribution W=1(A + W, n + m).

Corollary 4

If nS has the distribution W(X, n) and X has the a prior distribution
WT™L(W, m), then the conditional distribution of X given S is the inverted
Wishart distribution W=1(nS + W, n + m).
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The Inverted Wishart Distribution

Let xg, ..., Xy be observations from A(u, X). Suppose o and X have the a prior

density
n (u ‘ v, i) xw I (Z | W, m),

where n = N — 1. Then the posterior density of g and X given

N

)_(:%Zxa and S— 12 %)(xq —X) "

a=1

is

= = % N\T
n<u‘Nx+K” z >.W1<z|w+ns+NK(x v)(x - v) ,N+m>.

N+K "N+ K N+ K

Lecture 10 (Fudan University) MATH 620156 32/32



	The Density of the Wishart Distribution
	Properties of the Wishart Distribution
	The Generalized Variance
	Distribution of the Set of Correlation Coefficients
	The Inverted Wishart Distribution

