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The Distribution of the Sample Correlation Coefficient

If one has a sample (of p-component vectors) xi,...,xy from a normal
distribution, the maximum likelihood estimator of the correlation between

the i-th component and the j-th component is
N - —
>a—1(Xia = Xi)(Xja — X))

v \/Zgzl(Xia - *i)z\/zgzl(xja - %)

where Xx;, is the /-th component of x, and

1 N
Xi = — Zx;a.
Na:l

We shall treat that rjj and need only consider the joint distribution of
(xi1; X11), (Xi2, Xj2), - - - » (Xinvs Xjnv)-

)
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The Distribution of the Sample Correlation Coefficient

We reformulate the problems to be considered a bivariate normal
distribution. Let xJ,...,x} be observation from

2
N ([Zj , [010012,) Ul(jogzpp , where—1<p<1.

We shall consider the sample correlation coefficient

a2
r=-—"
Vaily/ax
where
N N
_ _ _ 1
aj =Y (Xia = X)(Xjo — X)), X = N > Xia
a=1 a=1

and xj, is the i-th component of x7,.
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The Distribution of the Sample Correlation Coefficient

Let n = N — 1. We see that a;; are distributed like

n
ajj = § ZiaZja
a=1

ol (] o ")
Z2q, 0|’ |o1o2p 03

and the pair (z12, 222), - - ., (z1n, Zon) are independent.

where
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The Distribution of the Sample Correlation Coefficient

Define the n-component vectors v; = [zi1,. .., zi] " for i =1,2.

@ The correlation coefficient between v; and v is the cosine of the
angle, say 0, between vy and vy, that is
VIVQ

cosf) = —————.
[[vally fIvall

@ If we let b = v, vi/(v{ v1) then va — bv; is orthogonal to v; and

bllvill,

C0t9 =
[v2 — by,

© We shall show that cot @ is proportional to a t-variable when p = 0.
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The Distribution of the Sample Correlation Coefficient

Theorem 1

If the pairs (z11, 221), - - -, (Z1n, Z2n) are independent and each pair are distributed
according to

2
[ZIO‘] NN([O} , [ 1 Ulgzzp]>, where o = 1,...,n,
220 0|’ |o102p 0%

then given z11, 12, . . ., Z1,,, the conditional distributions of

p Lozt Zofte oy Uy (2~ bza)?
o o 2 2 2
> i1 Zia o

g
a=1

are NV (B,02/c?) and x2-distribution with n — 1 degrees of freedom, respectively;
and b and u are independent, where

n
[Pz 2 2 2 2 2
== =o05(1— d = g .
B o 0 =05(1—p°) and c ,. 121a
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The Distribution of the Sample Correlation Coefficient

We can write

bllvil, _ cb/o

lvo = bvill, — \/u/o?

If p=0, then 3 =0, and b ~ N(0,02/c?), and

cotf =

cb/o N(0,1)
u/o? 2(p—1
e

has a conditional t-distribution with n — 1 degrees of freedom.

Lecture 09 (Fudan University) MATH 620156 8 /39



The Distribution of the Sample Correlation Coefficient

We require the following lemma.

If y1,...,yn are independently distributed, if

y&

Yo =
y?

has the density f(y,) and if the conditional density of y&z) given y&l) is

f(ygvz) | y&l)) foraa=1,...,n. Then in the conditional distribution of
ygz)’ e ,yﬁ) given ygl), . ,ys\}), the random vectors y(z) (2)

1.,y are
independent and the density of y((f) is f(ygz) | y((xl)).
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The Distribution of the Sample Correlation Coefficient

We also use the following lemma with x, = 2z, and matrix C whose the
first row is v] /c, where ¢ = |jv1]|,.

Suppose X1, ..., xy are independent, where xo ~ Np(pa, X). Let
C € RV*N pe an orthogonal matrix, then

N
Yo = Z CayXy ~~ Np(”ay Z),

y=1

where v, = SN

y=1 Cary My fora=1,...,Nandyi,...,yy are
independent.
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The Distribution of the Sample Correlation Coefficient

if x and y are independently distributed, x having the distribution A/(0, 1)
and y having the y?-distribution with m degrees of freedom, then

X
t =
Vy/m
has the density of t-distribution such that

m+1
r (il) t2 T2

f(t;m) = 2 1+ —

(6m) = et (3) < )
MATH 620156
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The Distribution of the Sample Correlation Coefficient
for i = 1,2, then

Recall that a; = Y"1 _; ZiaZjo and v; = [zi1, ..., 2]
S 120zl a12
_ a=1“sa<la E
b= 72,1 > = Zla = ai1
i=1 %la
n n 3
2 2 12
u= E (220 — bz14 )" = E (z5, — b*Z2)) = am — P
11
a=1

a=1
Hence, we can write the above conditional t-distributed random variable with

n — 1 degrees of freedom as

cb/o cb
—/n—1.-—=

u/o? " \/E

n—1

:m' 312/\2/311322
1 —afy/(a1222)

r

—Vn-1-—
V1—r?
12 /39

MATH 620156
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The Distribution of the Sample Correlation

The conditional density of

cb/o r
t= =vn—-1.
u/al2 V1—1r2

given vy is
r(3)

Trer (47%0)

Then the conditional density of r given v; is

N—1
kN(r):M(l—rz) ,

VRT(E)

Note that kn(r) does not depend on v;.
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Tests for the Hypothesis of Lack of Correlation

Consider the hypothesis H : p;; = 0 for some particular pair (i, ).

© For testing H against alternatives p;; > 0, we reject H if rjj > rg for
some positive ry. The probability of rejecting H when H is true is

/rol kn(r)dr.

@ For testing H against alternatives r;; < 0, we reject H if rjj < —rp.

© For testing H against alternatives r;; # 0, we reject H if r;j > ry or
rij < —n for some positive r;. The probability of rejection when H is

true is
—-n 1
/ kn(r) dr+/ kn(r)dr.

—1 rn
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Tests for the Hypothesis of Lack of Correlation

We have shown that

has the t-distribution with N — 2 degrees of freedom.

We can also use t-tables. For p;; # 0, reject H if

N T L BN

1/1—r§

where ty_s(«) is the two-tailed significance point of the t-statistic with
N — 2 degrees of freedom for significance level a.
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The Distribution in the Case of p # 0

Conditional on vy held fixed, the random variables

2
a u  ax—ap/a
b="2 and - ="2 12070 212/ =,
all o g
which are distributed independently according to N'(3,02/c?) and
x?-distribution with n — 1 degrees of freedom, respectively.

Theorem 3

The correlation coefficient in a sample of N from a bivariate normal
distribution with correlation p is distributed with density

2" 2(1— p2)3(1— )" N (2pr)* o (n+a
(n—2)lr Z F( 2 )’

where =1 <r<land n=N—1.
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The Distribution in the Case of p # 0

It should be pointed out that any test based on r is invariant under
transformations of location and scale, that is,

Xia = bixj + ci,

for by A0 and i =1,2.

Recall that
5 N
12 _ _
r=—— and a; = g Xiow — Xi ) (Xie, — Xi).
/7311 /7322 y 4 1( 1o ’)( & J)
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Test p = po by the Likelihood Ratio Criterion

The likelihood ratio criterion:
@ Let L(x,0) be the likelihood function of the observation x and the
parameter vector 6 € Q.
@ Let a null hypothesis be defined by a proper subset w of €2, such that
p = po- The likelihood ratio criterion is

Ax) = SUpge, L(x, 0)'
Supgean L(x,0)

© The likelihood ratio test is the procedure of rejecting the null
hypothesis when A(x) is less than a predetermined constant.
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Test p = po by the Likelihood Ratio Criterion

Let us consider the likelihood ratio test of the hypothesis that p = pg
based on a sample x1,...,xy from the bivariate normal distribution

N H1 U% g102p0
H2 ’ 01020 U%

The set Q consists of 1, p2, 01,02 and p such that
01>0, 02>0 and—1<p<1
and the set w is the subset for which p = pg.

The likelihood ratio criterion is

sup, L(x,0) _ ((1—p2)(1—r?)\?
< (1jpof)2 ) '

supq L(x, 0)
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Test p = po by the Likelihood Ratio Criterion

The likelihood ratio criterion is

sup,, L(x,0) _ <(1 — )1 - r%)g
supg L(x.0) @-por? )

The likelihood ratio test is

(1-p3)(1—r?)
(1 —por)?

where ¢ is chosen by the prescribed significance level.

<c
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Test p = po by the Likelihood Ratio Criterion

The critical region can be written equivalently as

(Phc — P+ 1)r* — 2pocr + ¢ — 1+ p > 0,

that is,

POC+(1—P0)\/1 € nd poc—(l—po)vl—c
poc — g +1 poc— g +1

Thus the likelihood ratio test of H : p = py against alternatives p £ pg has
a rejection region of the form r > r; and r < r, (not chosen so that the
probability of each inequality is «/2 when H is true).
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The Asymptotic Distribution of Sample Correlation

For a sample x1,...,xy from a normal distribution N (i, X), we are
interested in the sample correlation coefficient

r(n) = aU(n)
aii(n)\/aj(n)
where n=N — 1,
N
aij(n) = Z(Xioz - X) Xjoaw — Z ZiaZjo
a=1

with
N
Zig O |oi oj -1 '
S (o 5 5) e e
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The Asymptotic Distribution of Sample Correlation
We can also write

) — cij(n)
(7) ci(n)/c(n)’

with

ai(m =2 iy = ) ong gi(n) =

Ti Vi \/Tjj ajj

Then we have

CIJ E /a Ja

with

El- ) @L D) o
Zja NG p \/UTJ gjj
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The Asymptotic Distribution of Sample Correlation

Apply the following theorem with A(n) = C(n) and X = [1 p]

p 1]
Let
N
- T

Z - XN - XN) )
where x1,...,xy are independently distributed according to N,(u, X) and
n= N — 1. Then the limiting distribution of

B(n) = —— (A(n) — nE)
Vn

is normal with mean 0 and covariance E[b,-j(n)bk,(n)] = 0ik0j + OiITjk

v

Lecture 09 (Fudan University) MATH 620156

24 / 39



The Asymptotic Distribution of Sample Correlation

Let
C,','(n) 1
u(n)=—|cj(n)| and b= |1
" Lei(n) P
The vector
ity 5 — - [ |aato)| — b
Vo L)

has a limiting normal distribution with mean 0 and covariance matrix

2 20 2p
2p° 2 2p
20 2p 1+p?
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The Asymptotic Distribution of Sample Correlation

The sample correlation coefficient can be written as r = ——=2

Theorem 5 [Serfling (1980), Section 3.3]

Let {u(n)} be a sequence of m-component random vectors and b a fixed
vector such that

lim /n(u(n) —b) ~ N(0,T).

n—o0

Let f(u) be a vector-valued function of u such that each component f;(u)
has a nonzero differential at u = b, and let

9fj(u)
8u,- u=b

be the (7, )-th component of ®,. Then \/n(f(u(n)) — (b)) has the
limiting distribution AV(0, ®] T®y,).
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The Asymptotic Distribution of Sample Correlation

Applying Theorem 5 with r = f(u) = U3U;%U;%, we have f(b) = p and

[Lor 1, =3 ~3

ou | ,—p —U3U; " U, b 1
— ~1p

or. 1 -1 _3 1

¢b = | Oup u=b| = —§U3u1 2u2 2 ) _ _§P

u=

or _1 _1

Ous | y—p up Py

L i u=b

Thus, the covariance of the limiting distribution of \/n(r(n) — p) is

_1
2 202 2 2P

(=30 =3p 1] |22 2 2 | [-ip| =(1-0p%)?
2p 2p 14 p? 1

and we have lim
n—o0o — p

Lecture 09 (Fudan University) MATH 620156
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The Asymptotic Distribution of Sample Correlation

If f(x) is differentiable at x = p with non-zero differential, then
Vn(f(r) = £(p))

is asymptotically normally distributed with mean zero and variance

(g: X_p)2 (1- ).

Theorem 6 [Fisher's z]

Let

1 14r 1 14+p
= = log —— d = —log ——
z 20g1_r and ¢ 2ogl_p
where r is the correlation coefficient of a sample of N = n+ 1 from a bivariate
normal distribution with correlation p. Then y/n(z — () has a limiting normal
distribution with mean 0 and variance 1.
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The Asymptotic Distribution of Sample Correlation

Fisher's z approaches to normality much more rapid than for r. We have

~ey P PPt
El]~¢+5-  and E[z ¢ 2n} .

See “Hotelling, H. (1953). New light on the correlation coefficient and its
transforms. Journal of the Royal Statistical Society. Series B (Methodological),
15(2), 193-232."

We wish to test the hypothesis p = py on the basis of a sample of N against the
alternatives p # po.

_1
© We compute r and z = 5 log 7.
1 1+po
Q Let (o = 5 log 22 e,
© Then a region of rejection at the 5% significance interval is

Po
VN — —(0— =7 1.96.
31z—C(o 2N —1) > 1.96
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Partial Correlation Coefficients

Consider the normal distribution x ~ Np(u, X), where
(1) (1) ) NP
X © 11 212
= = d z = s
ool I R e S S
then the conditional distribution of x() given x(2 is
x| x@ < A (“(1) +B(x® - u(z)),zn.z) ,

where

B=XpXY,, and Xip=1X5 — X%, ¥
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Partial Correlation Coefficient

The partial correlations of x(!) given x(2) are the correlations calculated in
the usual way from Xq15.

Suppose x(1) has g components and let

011.g+1,....p 012:q+1,...p --- Olg-g+1,...p
021-g+1,...p 022:q+1,....p --- O2q-g+l,...,p
0= . ) . e R9*9.
Oql-g+1,...p 0q2:g+1,..p --- Oqqq+l,.,p
We define
Diivar _ Ojj-q+1,...,p
i-q+1,....p0 = — —
VOii-qH+1,...p7/0jj-q+1,...p
as the partial correlation between x; and x; holding xg1, ..., X, fixed.
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Partial Correlation Coefficient

If on the basis of a given sample @1, .. .,@m are maximum likelihood
estimators of the parameters 91, ...,0, of a distribution, then

q51(91, ceyOm), .. .,d)m(01, v Om ) are maximum likelihood estimator of
d1(01,...,0m), ..., &m(01,...,0n) if the transformation from 6y,...,6,,
to ¢1,...,¢m is one-to-one. If the estimators of 01, ..., 0,, are unique,
then the estimators of 64, ..., 60, are unique.

Lecture 09 (Fudan University) MATH 620156 32 /39



The Estimation of Partial Correlation Coefficient

Let x1,...,xy be a sample from N,(u, X) and partition the variables as
(1) (1) > >
X © 11 2
= = d z = .
* L(Z)} K [N(2)] o [221 222]

Define B = £1,%,},

o RO 1
xX= L—am} =N >
a=1

Then the maximum likelihood estimators of X115 is

(1) N
Xa A A - -
x(z)] and A= [Ai AZ] = E (X0 — %) (X0 — %) "

a=1

N 1 _
210 = N(AH — ApRAA).
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The Estimation of Partial Correlation Coefficient

Then the maximum likelihood estimators of the partial correlation
coefficients are

VGiigi1,...p\/ Gjj-g1,..p

Pij-q+1,...p

)

where Gjj.q41,..p is the (i,j)-th element of 0.

We can also write

_ dij-q+1,...,p
V3ii-q+1,...p\/3jj-g+1,..p

)

where ajj.q41,.. p is the (i, j)-th element of A3 = Ayg — A12A§21A21.
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The Distribution of Partial Correlation Coefficient

To obtain the distribution of p;; we showed that A was distributed as

N—1
A= Z 2,2,
a=1
where z,, are distributed independently according to N/(0, X).

Here we want to show that Ajj.» is distributed as

N—1—(p—q)

-
Ao = g u,u,

a=1

where u,, are distributed independently according to N'(0, X171 5).
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The Distribution of Partial Correlation Coefficient

Theorem 7

Suppose Y1, . . ., ¥m are independent with y,, distributed according to N (FTw,,, ®),
where wy, is an r-component vector. Let H=""_ w,w/| assumed
non-singular, G = >, y,w_,H™! and

HMS

—Gwo)(Yo — Gwa)" =) yays — GHG.

Then C is distributed as Ea 1 Uqu and where uy, ...,u,_, are independently
distributed according to A/ (0, ®) |ndependently of G.

Corollary 2

| A\

If I =0, the matrix GHG " defined in Theorem 7 is distributed as

> r41Ualy, Where Um_ i1, ..., up, are independently distributed, each
according to N(O b).

.
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The Distribution of Partial Correlation Coefficient

. N—1 . .
We can write A=3" ", zaza, where z1,...,zy_1 are independent, each with

distribution A/(0, X).

Let z,, be partitioned into two subvectors of g and_p — g components, that is
T=1ENT, (@), Then Aj = V120 (29) T

z

@ e M ®

S ZnL 1, the random vectors z;/, ..., zy” ; are independently

dlstrlbuted, with 20 ~ N(Bla),211.2), where B = X1,¥5,! and
Ti2=X1 — X%, 5y

Given z;

Now we apply Theorem 7 with y, = zg), W, = 2&2), m=N-1r=p—gq,

r=B,%=%x;,, 22:1 yay;— =A;;, G= A12A22 , H= Ay, then the
conditional distribution of

Ao = A — (ARAG)AR(ARALY)T

given 27, ..., 2%) | is distributed as V"1~ y_ uT and where
Up,...,Uy_1_(p—q) are independent, each with d|str|but|on N(0,X115).
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The Distribution of Partial Correlation Coefficient

Since the distribution of Aj;, = SV _17(P=9 y_uT does not depend on z{?, we

obtain the following theorem:

Theorem 8

The matrix Aj;o = Ajp — AjpAStAL is distributed as ZN 1=(p=a) aul, where
ur,...,Uy_1_(p—q) are independently distributed, each accordlng to J\/’(O,le,z),
and independently of Ajp and Ay

Corollary 3

| A

If X1 = 0 (or B = 0), the matrix Ay is distributed as ZN_I_(p_q) u,u/ and
the matrix A1pA% A, is distributed as )"y, o uaul, where uy, ... uy_y
are independently distributed, each according to A(0, ®).

A,
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The Distribution of Partial Correlation Coefficient

The distribution of rjj g4/ p and the related tests of hypotheses based on
N observations is the same as that of a simple correlation coefficient based
on N — (p — q) observations with a corresponding population correlation

value of rjj g4/, p-
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