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The Distribution of the Sample Correlation Coefficient

If one has a sample (of p-component vectors) x1, . . . , xN from a normal
distribution, the maximum likelihood estimator of the correlation between
the i-th component and the j-th component is

rij =

∑N
α=1(xiα − x̄i )(xjα − x̄j)√∑N

α=1(xiα − x̄i )2

√∑N
α=1(xjα − x̄j)2

,

where xiα is the i-th component of xα and

x̄i =
1

N

N∑
α=1

xiα.

We shall treat that rij and need only consider the joint distribution of
(xi1, xj1), (xi2, xj2), . . . , (xiN , xjN).
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The Distribution of the Sample Correlation Coefficient

We reformulate the problems to be considered a bivariate normal
distribution. Let x∗1, . . . , x

∗
N be observation from

N
([
µ1

µ2

]
,

[
σ2

1 σ1σ2ρ
σ1σ2ρ σ2

2

])
, where− 1 < ρ < 1.

We shall consider the sample correlation coefficient

r =
a12√

a11
√
a22

where

aij =
N∑
α=1

(xiα − x̄i )(xjα − x̄j), x̄i =
1

N

N∑
α=1

xiα

and xiα is the i-th component of x∗α.
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The Distribution of the Sample Correlation Coefficient

Let n = N − 1. We see that aij are distributed like

aij =
n∑

α=1

ziαzjα

where [
z1α

z2α

]
∼ N

([
0
0

]
,

[
σ2

1 σ1σ2ρ
σ1σ2ρ σ2

2

])
.

and the pair (z12, z22), . . . , (z1N , z2N) are independent.
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The Distribution of the Sample Correlation Coefficient

Define the n-component vectors vi = [zi1, . . . , zin]> for i = 1, 2.

1 The correlation coefficient between v1 and v2 is the cosine of the
angle, say θ, between v1 and v2, that is

cos θ =
v>1 v2

‖v1‖2 ‖v2‖2

.

2 If we let b = v>2 v1/(v>1 v1) then v2 − bv1 is orthogonal to v1 and

cot θ =
b ‖v1‖2

‖v2 − bv1‖2

.

3 We shall show that cot θ is proportional to a t-variable when ρ = 0.
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The Distribution of the Sample Correlation Coefficient

Theorem 1

If the pairs (z11, z21), . . . , (z1n, z2n) are independent and each pair are distributed
according to[

z1α

z2α

]
∼ N

([
0
0

]
,

[
σ2

1 σ1σ2ρ
σ1σ2ρ σ2

2

])
, where α = 1, . . . , n,

then given z11, z12, . . . , z1n, the conditional distributions of

b =

∑n
α=1 z2αz1α∑n

i=1 z
2
1α

and
u

σ2
=

n∑
α=1

(z2α − bz1α)2

σ2

are N
(
β, σ2/c2

)
and χ2-distribution with n − 1 degrees of freedom, respectively;

and b and u are independent, where

β =
ρσ2

σ1
, σ2 = σ2

2(1− ρ2) and c2 =
n∑

i=1

z2
1α.
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The Distribution of the Sample Correlation Coefficient

We can write

cot θ =
b ‖v1‖2

‖v2 − bv1‖2

=
cb/σ√
u/σ2

If ρ = 0, then β = 0, and b ∼ N (0, σ2/c2), and

cb/σ√
u/σ2

n−1

∼ N (0, 1)√
χ2(n−1)
n−1

has a conditional t-distribution with n − 1 degrees of freedom.
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The Distribution of the Sample Correlation Coefficient

We require the following lemma.

Lemma 1

If y1, . . . , yN are independently distributed, if

yα =

y
(1)
α

y
(2)
α


has the density f (yα) and if the conditional density of y

(2)
α given y

(1)
α is

f
(
y

(2)
α | y(1)

α

)
for α = 1, . . . , n. Then in the conditional distribution of

y
(2)
1 , . . . , y

(2)
N given y

(1)
1 , . . . , y

(1)
N , the random vectors y

(2)
1 , . . . , y

(2)
N are

independent and the density of y
(2)
α is f

(
y

(2)
α | y(1)

α

)
.
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The Distribution of the Sample Correlation Coefficient

We also use the following lemma with xα = z2α and matrix C whose the
first row is v>1 /c , where c = ‖v1‖2.

Lemma 2

Suppose x1, . . . , xN are independent, where xα ∼ Np(µα,Σ). Let
C ∈ RN×N be an orthogonal matrix, then

yα =
N∑
γ=1

cαγxγ ∼ Np(να,Σ),

where να =
∑N

γ=1 cαγµγ for α = 1, . . . ,N and y1, . . . , yN are
independent.
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The Distribution of the Sample Correlation Coefficient

Theorem 2

if x and y are independently distributed, x having the distribution N (0, 1)
and y having the χ2-distribution with m degrees of freedom, then

t =
x√
y/m

has the density of t-distribution such that

f (t;m) =
Γ
(
m+1

2

)
√
mπ Γ

(
m
2

) (1 +
t2

m

)−m+1
2

.
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The Distribution of the Sample Correlation Coefficient

Recall that aij =
∑n
α=1 ziαzjα and vi = [zi1, . . . , zin]> for i = 1, 2, then

b =

∑n
α=1 z2αz1α∑n

i=1 z
2
1α

=
a12

a11
, c2 =

n∑
i=1

z2
1α = a11

u =
n∑

α=1

(z2α − bz1α)2 =
n∑

α=1

(z2
2α − b2z2

1α) = a22 −
a2

12

a11
.

Hence, we can write the above conditional t-distributed random variable with
n − 1 degrees of freedom as

cb/σ√
u/σ2

n−1

=
√
n − 1 · cb√

u

=
√
n − 1 ·

a12/
√
a11a22√

1− a2
12/(a11a22)

=
√
n − 1 · r√

1− r2
.
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The Distribution of the Sample Correlation Coefficient

The conditional density of

t =
cb/σ√

u/σ2

n−1

=
√
n − 1 · r√

1− r2

given v1 is

Γ
(
n
2

)√
(n − 1)π Γ

(
n−1

2

) (1 +
t2

n − 1

)− n
2

.

Then the conditional density of r given v1 is

kN(r) =
Γ
(
N−1

2

)
√
π Γ
(
N−2

2

) (1− r2)
N−4

2 , where N = n + 1.

Note that kN(r) does not depend on v1.

Lecture 09 (Fudan University) MATH 620156 13 / 39



Outline

1 The Distribution of the Sample Correlation Coefficient

2 Tests for the Hypothesis of Lack of Correlation

3 The Asymptotic Distribution of Sample Correlation

4 Partial Correlation Coefficients

Lecture 09 (Fudan University) MATH 620156 14 / 39



Tests for the Hypothesis of Lack of Correlation

Consider the hypothesis H : ρij = 0 for some particular pair (i , j).

1 For testing H against alternatives ρij > 0, we reject H if rij > r0 for
some positive r0. The probability of rejecting H when H is true is∫ 1

r0

kN(r)dr .

2 For testing H against alternatives rij < 0, we reject H if rij < −r0.

3 For testing H against alternatives rij 6= 0, we reject H if rij > r1 or
rij < −r1 for some positive r1. The probability of rejection when H is
true is ∫ −r1

−1
kN(r) dr +

∫ 1

r1

kN(r) dr .
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Tests for the Hypothesis of Lack of Correlation

We have shown that

√
N − 2 ·

rij√
1− r2

ij

has the t-distribution with N − 2 degrees of freedom.

We can also use t-tables. For ρij 6= 0, reject H if

√
N − 2 ·

|rij |√
1− r2

ij

> tN−2(α),

where tN−2(α) is the two-tailed significance point of the t-statistic with
N − 2 degrees of freedom for significance level α.
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The Distribution in the Case of ρ 6= 0

Conditional on v1 held fixed, the random variables

b =
a12

a11
and

u

σ2
=

a22 − a2
12/a11

σ2
,

which are distributed independently according to N (β, σ2/c2) and
χ2-distribution with n − 1 degrees of freedom, respectively.

Theorem 3

The correlation coefficient in a sample of N from a bivariate normal
distribution with correlation ρ is distributed with density

2n−2(1− ρ2)
n
2 (1− r2)

n−3
2

(n − 2)!π

∞∑
α=0

(2ρr)α

α!
Γ2

(
n + α

2

)
,

where −1 ≤ r ≤ 1 and n = N − 1.

Lecture 09 (Fudan University) MATH 620156 16 / 39



The Distribution in the Case of ρ 6= 0

It should be pointed out that any test based on r is invariant under
transformations of location and scale, that is,

x∗iα = bixiα + ci ,

for bi 6= 0 and i = 1, 2.

Recall that

r =
a12√

a11
√
a22

and aij =
N∑
α=1

(xiα − x̄i )(xjα − x̄j).
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Test ρ = ρ0 by the Likelihood Ratio Criterion

The likelihood ratio criterion:

1 Let L(x,θ) be the likelihood function of the observation x and the
parameter vector θ ∈ Ω.

2 Let a null hypothesis be defined by a proper subset ω of Ω, such that
ρ = ρ0. The likelihood ratio criterion is

λ(x) =
supθ∈ω L(x,θ)

supθ∈Ω L(x,θ)
.

3 The likelihood ratio test is the procedure of rejecting the null
hypothesis when λ(x) is less than a predetermined constant.
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Test ρ = ρ0 by the Likelihood Ratio Criterion

Let us consider the likelihood ratio test of the hypothesis that ρ = ρ0

based on a sample x1, . . . , xN from the bivariate normal distribution

N

([
µ1

µ2

]
,

[
σ2

1 σ1σ2ρ

σ1σ2ρ σ2
2

])
.

The set Ω consists of µ1, µ2, σ1, σ2 and ρ such that

σ1 > 0, σ2 > 0 and− 1 < ρ < 1

and the set ω is the subset for which ρ = ρ0.

The likelihood ratio criterion is

supω L(x,θ)

supΩ L(x,θ)
=

(
(1− ρ2

0)(1− r2)

(1− ρ0r)2

)N
2

.
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Test ρ = ρ0 by the Likelihood Ratio Criterion

The likelihood ratio criterion is

supω L(x,θ)

supΩ L(x,θ)
=

(
(1− ρ2

0)(1− r2)

(1− ρ0r)2

)N
2

.

The likelihood ratio test is

(1− ρ2
0)(1− r2)

(1− ρ0r)2
≤ c

where c is chosen by the prescribed significance level.
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Test ρ = ρ0 by the Likelihood Ratio Criterion

The critical region can be written equivalently as

(ρ2
0c − ρ2

0 + 1)r2 − 2ρ0cr + c − 1 + ρ2
0 ≥ 0,

that is,

r >
ρ0c + (1− ρ2

0)
√

1− c

ρ2
0c − ρ2

0 + 1
and r <

ρ0c − (1− ρ2
0)
√

1− c

ρ2
0c − ρ2

0 + 1
.

Thus the likelihood ratio test of H : ρ = ρ0 against alternatives ρ 6= ρ0 has
a rejection region of the form r > r1 and r < r2 (not chosen so that the
probability of each inequality is α/2 when H is true).
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The Asymptotic Distribution of Sample Correlation

For a sample x1, . . . , xN from a normal distribution N (µ,Σ), we are
interested in the sample correlation coefficient

r(n) =
aij(n)√

aii (n)
√
ajj(n)

where n = N − 1,

aij(n) =
N∑
α=1

(xiα − x̄i )(xjα − x̄j) ∼
n∑

α=1

ziαzjα

with [
ziα
zjα

]
∼ N

([
0
0

]
,

[
σii σij
σji σjj

])
and x̄i =

1

N

N∑
α=1

xiα.
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The Asymptotic Distribution of Sample Correlation

We can also write

r(n) =
cij(n)√

cii (n)
√

cjj(n)
,

with

cii (n) =
aii (n)

σii
, cij(n) =

aij(n)
√
σii
√
σjj

and cjj(n) =
aii (n)

σjj
.

Then we have

cij(n) =
n∑

α=1

z∗iαz
∗
jα

with [
z∗iα
z∗jα

]
=

[ ziα√
σii

zjα√
σjj

]
∼ N

([
0
0

]
,

[
1 ρ
ρ 1

])
and ρ =

σij√
σjj
√
σjj
.
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The Asymptotic Distribution of Sample Correlation

Apply the following theorem with A(n) = C(n) and Σ =

[
1 ρ
ρ 1

]
.

Theorem 4

Let

A(n) =
N∑
α=1

(
xα − x̄N

)(
xα − x̄N

)>
,

where x1, . . . , xN are independently distributed according to Np(µ,Σ) and
n = N − 1. Then the limiting distribution of

B(n) =
1√
n

(
A(n)− nΣ

)
is normal with mean 0 and covariance E

[
bij(n)bkl(n)

]
= σikσjl + σilσjk .
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The Asymptotic Distribution of Sample Correlation

Let

u(n) =
1

n

cii (n)
cjj(n)
cij(n)

 and b =

1
1
ρ


The vector

√
n(u(n)− b) =

1√
n

cii (n)
cjj(n)
cij(n)

− nb


has a limiting normal distribution with mean 0 and covariance matrix 2 2ρ2 2ρ

2ρ2 2 2ρ
2ρ 2ρ 1 + ρ2

 .
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The Asymptotic Distribution of Sample Correlation

The sample correlation coefficient can be written as r = u3√
u1
√
u2

.

Theorem 5 [Serfling (1980), Section 3.3]

Let {u(n)} be a sequence of m-component random vectors and b a fixed
vector such that

lim
n→∞

√
n(u(n)− b) ∼ N (0,T).

Let f(u) be a vector-valued function of u such that each component fj(u)
has a nonzero differential at u = b, and let

∂fj(u)

∂ui

∣∣∣
u=b

be the (i , j)-th component of Φb. Then
√
n(f(u(n))− f (b)) has the

limiting distribution N (0,Φ>b TΦb).
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The Asymptotic Distribution of Sample Correlation

Applying Theorem 5 with r = f (u) = u3u
− 1

2
1 u

− 1
2

2 , we have f (b) = ρ and

Φb =



∂r
∂u1

∣∣∣
u=b

∂r
∂u2

∣∣∣
u=b

∂r
∂u3

∣∣∣
u=b


=


− 1

2u3u
− 3

2
1 u

− 1
2

2

∣∣∣
u=b

− 1
2u3u

− 1
2

1 u
− 3

2
2

∣∣∣
u=b

u
− 1

2
1 u

− 1
2

2

∣∣∣
u=b

 =


− 1

2ρ

− 1
2ρ

1

 .

Thus, the covariance of the limiting distribution of
√
n(r(n)− ρ) is

[
− 1

2ρ − 1
2ρ 1

]  2 2ρ2 2ρ
2ρ2 2 2ρ
2ρ 2ρ 1 + ρ2



− 1

2ρ

− 1
2ρ

1

 = (1− ρ2)2

and we have lim
n→∞

√
n(r(n)− ρ)

1− ρ2
∼ N (0, 1).
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The Asymptotic Distribution of Sample Correlation

If f (x) is differentiable at x = ρ with non-zero differential, then

√
n(f (r)− f (ρ))

is asymptotically normally distributed with mean zero and variance(
∂f

∂x

∣∣∣
x=ρ

)2 (
1− ρ2

)2
.

Theorem 6 [Fisher’s z ]

Let

z =
1

2
log

1 + r

1− r
and ζ =

1

2
log

1 + ρ

1− ρ

where r is the correlation coefficient of a sample of N = n + 1 from a bivariate
normal distribution with correlation ρ. Then

√
n (z − ζ) has a limiting normal

distribution with mean 0 and variance 1.
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The Asymptotic Distribution of Sample Correlation

Fisher’s z approaches to normality much more rapid than for r . We have

E[z ] ' ζ +
ρ

2n
and E

[
z − ζ − ρ

2n

]2

' 1

n − 2
.

See “Hotelling, H. (1953). New light on the correlation coefficient and its
transforms. Journal of the Royal Statistical Society. Series B (Methodological),
15(2), 193-232.”

We wish to test the hypothesis ρ = ρ0 on the basis of a sample of N against the
alternatives ρ 6= ρ0.

1 We compute r and z = 1
2 log 1+r

1−r .

2 Let ζ0 = 1
2 log 1+ρ0

1−ρ0
.

3 Then a region of rejection at the 5% significance interval is

√
N − 3

∣∣∣z − ζ0 −
ρ0

2(N − 1)

∣∣∣ > 1.96.
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Partial Correlation Coefficients

Consider the normal distribution x ∼ Np(µ,Σ), where

x =

[
x(1)

x(2)

]
, µ =

[
µ(1)

µ(2)

]
and Σ =

[
Σ11 Σ12

Σ21 Σ22

]
,

then the conditional distribution of x(1) given x(2) is

x(1) | x(2) ∼ N
(
µ(1) + B

(
x(2) − µ(2)

)
,Σ11.2

)
,

where

B = Σ12Σ−1
22 and Σ11.2 = Σ11 −Σ12Σ−1

22 Σ21.

Lecture 09 (Fudan University) MATH 620156 30 / 39



Partial Correlation Coefficient

The partial correlations of x(1) given x(2) are the correlations calculated in
the usual way from Σ11.2.

Suppose x(1) has q components and let

Σ11.2 =


σ11·q+1,...,p σ12·q+1,...,p . . . σ1q·q+1,...,p

σ21·q+1,...,p σ22·q+1,...,p . . . σ2q·q+1,...,p
...

...
. . .

...
σq1·q+1,...,p σq2·q+1,...,p . . . σqq·q+1,...,p

 ∈ Rq×q.

We define

ρij ·q+1,...,p =
σij ·q+1,...,p√

σii ·q+1,...,p
√
σjj ·q+1,...,p

as the partial correlation between xi and xj holding xq+1, . . . , xp fixed.
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Partial Correlation Coefficient

Corollary 1

If on the basis of a given sample θ̂1, . . . , θ̂m are maximum likelihood
estimators of the parameters θ1, . . . , θm of a distribution, then
φ1(θ̂1, . . . , θ̂m), . . . , φm(θ̂1, . . . , θ̂m) are maximum likelihood estimator of
φ1(θ1, . . . , θm), . . . , φm(θ1, . . . , θm) if the transformation from θ1, . . . , θm
to φ1, . . . , φm is one-to-one. If the estimators of θ1, . . . , θm are unique,
then the estimators of θ1, . . . , θm are unique.
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The Estimation of Partial Correlation Coefficient

Theorem 6

Let x1, . . . , xN be a sample from Np(µ,Σ) and partition the variables as

x =

[
x(1)

x(2)

]
, µ =

[
µ(1)

µ(2)

]
and Σ =

[
Σ11 Σ12

Σ21 Σ22

]
.

Define B = Σ12Σ−1
22 ,

x̄ =

[
x̄(1)

x̄(2)

]
=

1

N

N∑
α=1

[
x

(1)
α

x
(2)
α

]
and A =

[
A11 A12

A21 A22

]
=

N∑
α=1

(xα − x̄)(xα − x̄)>.

Then the maximum likelihood estimators of Σ11.2 is

Σ̂11.2 =
1

N
(A11 − A12A−1

22 A21).
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The Estimation of Partial Correlation Coefficient

Then the maximum likelihood estimators of the partial correlation
coefficients are

ρ̂ij ·q+1,...,p =
σ̂ij ·q+1,...,p√

σ̂ii ·q+1,...,p

√
σ̂jj ·q+1,...,p

,

where σ̂ij ·q+1,...,p is the (i , j)-th element of Σ̂11.2.

We can also write

ρ̂ij ·q+1,...,p =
aij ·q+1,...,p√

aii ·q+1,...,p
√
ajj ·q+1,...,p

,

where aij ·q+1,...,p is the (i , j)-th element of A11.2 = A11 − A12A−1
22 A21.
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The Distribution of Partial Correlation Coefficient

To obtain the distribution of ρij we showed that A was distributed as

A =
N−1∑
α=1

zαz>α

where zα are distributed independently according to N (0,Σ).

Here we want to show that A11.2 is distributed as

A11.2 =

N−1−(p−q)∑
α=1

uαu>α

where uα are distributed independently according to N (0,Σ11.2).
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The Distribution of Partial Correlation Coefficient

Theorem 7

Suppose y1, . . . , ym are independent with yα distributed according to N (Γwα,Φ),
where wα is an r -component vector. Let H =

∑m
α=1 wαw>α assumed

non-singular, G =
∑m
α=1 yαw>αH−1 and

C =
m∑
α=1

(yα − Gwα)(yα − Gwα)> =
m∑
α=1

yαy>α − GHG>.

Then C is distributed as
∑m−r
α=1 uαu>α and where u1, . . . ,um−r are independently

distributed according to N (0,Φ) independently of G.

Corollary 2

If Γ = 0, the matrix GHG> defined in Theorem 7 is distributed as∑m
α=m−r+1 uαu>α , where um−r+1, . . . ,um are independently distributed, each

according to N (0,Φ).
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The Distribution of Partial Correlation Coefficient

We can write A =
∑N−1
α=1 zαz>α , where z1, . . . , zN−1 are independent, each with

distribution N (0,Σ).

Let zα be partitioned into two subvectors of q and p − q components, that is

z>α =
[(

z
(1)
α

)>
,
(
z

(2)
α

)>]
. Then Aij =

∑N−1
α=1 z

(i)
α

(
z

(j)
α

)>
.

Given z
(2)
1 , . . . , z

(2)
N−1, the random vectors z

(1)
1 , . . . , z

(1)
N−1 are independently

distributed, with z
(1)
α ∼ N

(
Bz

(2)
α ,Σ11.2

)
, where B = Σ12Σ−1

22 and

Σ11.2 = Σ11 −Σ12Σ−1
22 Σ21.

Now we apply Theorem 7 with yα = z
(1)
α , wα = z

(2)
α , m = N − 1, r = p − q,

Γ = B, Φ = Σ11.2,
∑m
α=1 yαy>α = A11, G = A12A−1

22 , H = A22, then the
conditional distribution of

A11.2 = A11 − (A12A−1
22 )A22(A12A−1

22 )>

given z
(2)
1 , . . . , z

(2)
N−1 is distributed as

∑N−1−(p−q)
α=1 uαu>α and where

u1, . . . ,uN−1−(p−q) are independent, each with distribution N (0,Σ11.2).
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The Distribution of Partial Correlation Coefficient

Since the distribution of A11.2 =
∑N−1−(p−q)
α=1 uαu>α does not depend on z

(2)
α , we

obtain the following theorem:

Theorem 8

The matrix A11.2 = A11 − A12A−1
22 A>12 is distributed as

∑N−1−(p−q)
α=1 uαu>α , where

u1, . . . ,uN−1−(p−q) are independently distributed, each according to N (0,Σ11.2),
and independently of A12 and A22.

Corollary 3

If Σ12 = 0 (or B = 0), the matrix A11.2 is distributed as
∑N−1−(p−q)
α=1 uαu>α and

the matrix A12A−1
22 A>12 is distributed as

∑N−1
α=N−(p−q) uαu>α , where u1, . . . ,uN−1

are independently distributed, each according to N (0,Φ).
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The Distribution of Partial Correlation Coefficient

The distribution of rij .q+l ,...,p and the related tests of hypotheses based on
N observations is the same as that of a simple correlation coefficient based
on N − (p − q) observations with a corresponding population correlation
value of rij .q+l ,...,p.
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