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Distribution of T2-Statistic

Let 72 =y 'S~ 'y, where y is distributed according to Np(v,X) and nS is
independently distributed as Y. _, zazg with z1,...,z, independent,
each with distribution N,(0, X). Then the random variable

T2 n—p+1
n p
is distributed as a noncentral F-distribution with p and n — p + 1 degrees

of freedom and noncentrality parameter v'X 1y Ifv=0, the
distribution is central F.

In the example of likelihood ratio criterion, we consider the special case of
y = VN(X— o), v =VN(p — pg) and n= N — 1.

Lecture 08 (Fudan University) MATH 620156 3/25



Distribution of T2-Statistic

Corollary 1

Let x1,...,xy be a sample from NV (u, X) and let
T2 = N(x — uo)Tsil()_( — o).

The distribution of

is noncentral F with p and N — p degrees of freedom and noncentrality

parameter N(x — po) "X ~1(X — o). If o = po then the F-distribution is
central.
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Distribution of T2-Statistic

Suppose y1,...,Ym are independent with y,, distributed according to
N (Tw,, ®), where w,, is an r-component vector. Let H =>""_ wow/
assumed non-singular, G = Y""_ y,w H™! and

m m
Z — Gwy)(Ya — Gwa)T = Z yayl — GHG'.
Then C is distributed as
5 vl
a=1

where uy, ..., u,_, are independently distributed according to N'(0, ®)
independently of G.
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Distribution of T2-Statistic

For large samples the distribution of T2 given this corollary is
approximately valid even if the parent distribution is not normal.

Let x1, X2, ... be a sequence of independently identically distributed
random vectors with mean vector p and covariance matrix X. Let

1Y 1 <
- 1 __ o T
XN = N 0?_1 Xas Sy N—1 E (xa X)(Xa X)

a=1
and
T = N(Xn — p0) " Sy (X — po).

Then the limiting distribution of T,%, as N — oo is the x?-distribution with
p degrees of freedom if p = po.
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Distribution of T2-Statistic

When the null hypothesis is true (po = ), the likelihood ratio criterion
holds that

1 1
1+T2/(N—-1) 1+T2/n’

where T2=and n=N — 1.

AN =

Then T2 is distributed according to central F-distribution with degree of
freedom pand n—1 — p:

T> n—p+1l X2(p)/p

n P x?(n—1-p)/(n—1-p)
X0

n  x*(n—1-p)
i, X(n=1-p)

x2(n—1—p)+x%(p)
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Distribution of T2-Statistic

Let u be distributed according to the x?-distribution with a degrees of
freedom and w be distributed according to the x?-distribution with b

degrees of freedom. The density of v = u/(u+ w), when v and w are
independent is

1
where B(a, ) = / t9 11 — t)P~1dt.
0

The function (1) is the density of beta distribution with parameters a/2
and b/2.
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Testing the Hypothesis for the Mean

The likelihood ratio test of the hypothesis gt = pp on the basis of a sample of N
from N (p, X) is defined by the critical region

T2 > T¢,

where T2 = N(X — po) "S™H(X — po).

If the significance level is «, then

Shaded Area = alpha
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A Confidence Region for the Mean Vector

The probability of drawing a sample of N from N(u, ) with sample
mean X and sample covariance matrix S such that

N(x— p) SR — p) < T2y ().
isl—a.
The set
{m “NE-m)'S I (x—m) < T,f,/v—l(a)}

corresponds to the interior and boundary of an ellipsoid. We state that u
lies within this ellipsoid with confidence 1 — a.
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Two-Sample Problems (Unknown Covariance)

(1) (1)

Suppose y; ;oY isa sample from N/

to test the null hypothesis p) = p(2),

@ Fori=1,2, we have

y(i) —

@ Since

we have

. 1
§U 5@ (“m e ( +
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Two-Sample Problems (Unknown Covariance)

Under the null hypothesis, we have

VNLNo /(Mg + Na) (F) — §3)) ~ N(0, X).

Let
1 M T
- - (1) _ D)) (y(1) _ g
S ’V1+N2—2<a§_:1(ya y) (ve) —¥Y)
N>
+) (P -y (v - 9(2))T> :

a=1

then
Ni+N,—2
(N + N =2)S = 3 z,2],
a=1

where z,, are independent and z, ~ N(0,X).
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Two-Sample Problems (Unknown Covariance)

Let
N1N2 — — Tea—1/= —
72 1R (50) _ 52y Tg-1 (51 _ @),
N YY) ST )
then
T? Ny +No—p—1
Ny + Np —2 P

is distributed according to central F-distribution with p and
Ni + Ny — p — 1 degrees of freedom.

The critical region is

(N1 + Ny —2)p
T2 > Nl 4 N2 —p— 1 P7N1+N2_P_1(a)

with significance level a.
MATH 620156 13 /25



Two-Sample Problems (Unknown Covariance)

The probability of

NiNp  _ _ ~1/= _
T2 (5 - 52 TS 5 - 502)

(N1 + Ny —2)p
< Nl n N2 —p— 1 P7N1+N2—P—1(a)

isl—a.

A confidence region for p(1) — 1u(?) with confidence level 1 — « is the set
of vectors m satisfying

NilN2 o) o) o\ Te-1(s(D) _ 5 _
N, 0 Y mm) ST~y —m)

(N1 + N2 —2)p
< Ny + Ny —p—1 P7N1+N2—P—1(a)'
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A Problem of Several Samples

There is a theoretical reason for believing the gene structures of three
species of Iris virginica to be such that the mean vectors of the three
populations are related as

where u(i) is the mean vector of the i-th population.
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A Problem of Several Samples

Let {xg)} fora=1,...,N;, i=1,...,q be independent samples from
N x), i=1,...,q, respectively. Let us test the hypothesis

q
H:Y gl = p.
i=1

where f1,..., 4 are given scalars and p is a given vector.
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A Problem of Several Samples

The criterion is

q ' q _ T
T2 =c¢ (Z Bixt) — H) s (Z Bixt) — N)
i=1 =

where

and
1 N T
S=sT N4 > o> (==Y (<) - x@)

= i=1 a=1

This T2 has the T2-distribution with Y7, N; — q degrees of freedom.
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A Problem of Symmetry

Consider testing the hypothesis

Hip=po=-=pp
on the basis of sample x, ..., xy from NV (u, X), where
M1
K2
B=1.
Hp
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A Problem of Symmetry

Let C be any (p — 1) x p matrix of rank p — 1 such that
Cl,=0,_1.
Then we have

Yo = Cxo ~ N (cu, cch)

and the hypothesis H is equivalent to Cpu = 0,_1 (why?).

Lecture 08 (Fudan University) MATH 620156 19 / 25



A Problem of Symmetry

We can construct the T2 statistic

where
N N
_ 1 1 _
=5 2 Yo =7 Cxa=Cx
a=1 a=1
1 U 1 U
S :m Z(Ya - y)(Ya - y)T = N_1 Z C(Xa - )_()(Xa - )_()TCT.
a=1 a=1
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Two-Sample Problems (Unequal Covariance)

Let {xg)} fora=1,..., N; be independent samples from N(u(i), Y;) for
i = 1,2, respectively. We wish to test the hypothesis
H:p®=p®,

We cannot use the technique in the case of equal covariance, because

Ny

S (xB) — 50 (x() — x0) T +Z (x2 — %) (x@ —52)T

a=1
does not correspond to normal distributed variables z, with covariance

1 1
—X —
m 1+ N 2.
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Two-Sample Problems (N; = N,)

If Ny = N, = N, we can use the T?-test in an obvious way.

Q Lety, = xgl) — xg), then yi,...,yyn are independent and
Yo ~ N (p) — p®, ;1 + 55).

@ Define

@ Then T2 = Ny 'S~y is suitable for testing the hypothesis () = u(® and
has the T?2-distribution with N — 1 degrees of freedom.
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Two-Sample Problems (N; # N>)

For the case of Ny £ Np, we let N; < N and define

o Mo 1 SN e 15k e
Ya = X \/;2)(& +m;xﬁ NQ;X7
fora=1,...,N;. We have
Elya] = ) — @
and
Covlya Yor) = {(}):,1 ' %227 zt;_r(j\:;se.
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Two-Sample Problems (N; # N>)

We test pM) = @ by using
T = MNy's7ly,

which has T2-distribution with N; — 1 degrees of freedom, where

1M
v — —x(M _ %@
= g o =X X\
y N, 2 y

Ny
_ 1 < o\ T
S_N1—1;(y“’y)(ya’y) :

Lecture 08 (Fudan University) MATH 620156 24 / 25



Two-Sample Problems (N; # N>)

Let x1,...,Xn be independent samples from N (pq, X,) for i=1,...,m
Define

N N
z1 = E aaXe and zp = E baXa,
a=1 a=1

then

Cov(z1,22) Zaab 2.
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