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Noncentral Chi-Squared Distribution

If y1, . . . , yk are independent and each yi is distributed according to the
noncentral chi-squared distribution with ni degrees of freedom and
noncentrality parameter λi , then

k∑
i=1

yi ∼ χ2
n1+···+nk

(
k∑

i=1

λi

)
.

.
Theorem 1
..

......

If the n-component vector y is distributed according to N (ν,T) with
T ≻ 0, then

y⊤T−1y

is distributed according to the noncentral χ2-distribution with n degrees of
freedom and noncentral parameter ν⊤T−1ν. If ν = 0, the distribution is
the central χ2-distribution.
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Noncentral Chi-Squared Distribution

Let y ∼ Np(λ, I), then v = y⊤y is distributed according to the noncentral
χ2-distribution with p degrees of freedom and noncentral parameter τ 2 = λ⊤λ.
The probability density function is

f (v ; p, τ 2) =


exp

(
− 1

2 (τ
2 + v)

)
v

p
2−1

2
p
2
√
π

∞∑
β=0

τ 2βvβΓ
(
β + 1

2

)
(2β)! Γ

(
p
2 + β

) v > 0,

0, otherwise.
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. . . . . .

Noncentral Chi-Squared Distribution

.
Theorem 1
..

......

If the n-component vector y is distributed according to N (ν,T) with
T ≻ 0, then

y⊤T−1y

is distributed according to the noncentral χ2-distribution with n degrees of
freedom and noncentral parameter ν⊤T−1ν. If ν = 0, the distribution is
the central χ2-distribution.

For the sample mean x̄ ∼ Np

(
µ, 1

NΣ
)
, we have

√
N(x̄− µ) ∼ Np(0,Σ).

Using above theorem with y =
√
N(x̄− µ) and T = Σ means

N(x̄− µ)⊤Σ−1(x̄− µ)

has a (central) χ2-distribution with p degrees of freedom.
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Hypothesis Testing for the Mean (Covariance is Known)

In the univariate case, the difference between the sample mean and the
population mean is normally distributed. We consider

z =

√
N

σ
(x̄ − µ0).

What about multivariate case?

...1 For α = 0.05 and p = 1, we have 1− α = 0.95.

...2 For α = 0.05 and p = 100, we have (1− α)p ≈ 0.006.

...3 For α ≈ 0.0005 and p = 100, we have (1− α)p > 0.95.
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Hypothesis Testing for the Mean (Covariance is Known)

What about multivariate case?
√
N

σ
(x̄ − µ0) =⇒ N

σ2
(x̄ − µ0)

2 =⇒ N(x̄ − µ0)
⊤Σ−1(x̄ − µ0)
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. . . . . .

Hypothesis Testing for the Mean (Covariance is Known)

Let χ2
p(α) be the number such that

Pr
{
N(x̄− µ)⊤Σ−1(x̄− µ) > χ2

p(α)
}
= α.

To test the hypothesis that µ = µ0 where µ0 is a specified vector, we use
as our rejection region (critical region)

N(x̄− µ)⊤Σ−1(x̄− µ) > χ2
p(α).
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Hypothesis Testing for the Mean (Covariance is Known)

Consider the following statement made on the basis of a sample with
mean x̄: “The mean of the distribution satisfies

N(x̄− µ∗)⊤Σ−1(x̄− µ∗) ≤ χ2
p(α).

as an inequality on µ∗.” This statement is true with probability 1− α.

Thus, the set of µ∗ satisfying above inequality is a confidence region for µ
with confidence 1− α.
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. . . . . .

Two-Sample Problems (µ(1) = µ(2))

We suppose

...1 a sample
{
x
(1)
α

}
, i = 1, . . . ,N1 from the distribution N

(
µ(1),Σ

)
;

...2 a sample
{
x
(2)
α

}
, i = 1, . . . ,N2 from the distribution N

(
µ(2),Σ

)
.

Then the two sample means

x̄(1) =
1

N1

N1∑
α=1

x(1)α ∼ N
(
µ(1),

1

N1
Σ

)
and

x̄(2) =
1

N2

N2∑
α=1

x(2)α ∼ N
(
µ(2),

1

N2
Σ

)
.

are independent.
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. . . . . .

Two-Sample Problems (µ(1) = µ(2))

Then we have

y =x̄(1) − x̄(2) =
[
I −I

] [x̄(1)
x̄(2)

]
,

[
x̄(1)

x̄(2)

]
∼ N

([
µ(1)

µ(2)

]
,

[ 1
N1
Σ 0

0 1
N2
Σ

])
and

y ∼ N
(
ν,

(
1

N1
+

1

N2

)
Σ

)
where ν = µ(1) − µ(2).

Thus

N1N2

N1 + N2
(y − ν)⊤Σ−1(y − ν) ≤ χ2

p(α).

is a confidence region for the difference ν of the two mean vectors, vectors, and a
critical region for testing the hypothesis µ(1) = µ(2) is given by

N1N2

N1 + N2
(x̄(1) − x̄(2))⊤Σ−1(x̄(1) − x̄(2)) > χ2

p(α).
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. . . . . .

Student t-Distribution

Let x1, . . . , xN be independently and identically drawn from the
distribution N (µ, σ2), then the random variable

t =
x̄ − µ

s/
√
N

has student t-distribution with N − 1 degrees of freedom, where

x̄ =
1

N

N∑
α=1

xα and s2 =
1

N − 1

N∑
α=1

(xα − x̄)2.
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Student t-Distribution

Student’s t-distribution has the probability density function given by

f (t; ν) =
Γ(ν+1

2 )
√
νπ Γ(ν2 )

(
1 +

t2

ν

)− ν+1
2

.

where ν is the number of degrees of freedom and Γ is the gamma function.
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. . . . . .

The Generalized T 2-Statistic

The t-student variable is

t =
x̄ − µ

s/
√
N
,

where x̄ =
1

N

N∑
α=1

xα and s2 =
1

N − 1

N∑
α=1

(xα − x̄)2.

The multivariate analog of t2 is

T 2 = N(x̄− µ)⊤S−1(x̄− µ),

where x̄ =
1

N

N∑
α=1

xα and S =
1

N − 1

N∑
α=1

(xα − x̄)(xα − x̄)⊤.
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T 2-Statistic and Likelihood Ratio Criterion

We consider MLE for normal distribution. The likelihood function is

L(µ,Σ) = (2π)−
pN
2 (det(Σ))−

N
2 exp

(
−1

2

N∑
α=1

(xα − µ)⊤Σ−1(xα − µ)

)
.

The likelihood ratio criterion is

λ =

max
Σ∈S++

p

L(µ0,Σ)

max
µ∈Rp ,Σ∈S++

p

L(µ,Σ)
.

...1 The denominator is the maximum over the entire parameter space.

...2 The numerator is the maximum in the space restricted by the null
hypothesis.

...3 The likelihood ratio test is the procedure of rejecting the null
hypothesis when λ is less than a predetermined constant.
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T 2-Statistic and Likelihood Ratio Criterion

We have

λ
2
N =

1

1 + T 2/(N − 1)
,

where T 2 = N(x̄− µ0)
⊤S−1(x̄− µ0).

The likelihood ratio test is defined by the critical region (region of rejection)

λ ≤ λ0, (1)

where λ0 is chosen so that the probability of (1) when the null hypothesis is true
is equal to the significance level.

The inequality (1) also equivalent to

T 2 ≥ T 2
0 ,

where T 2
0 = (N − 1)(λ

−2/N
0 − 1).
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Invariant Property of t2-Test

The Student t-test is invariant w.r.t scale transformations if µ = 0
...1 If x ∼ N (µ, σ2), then x∗ = cx ∼ N (cµ, c2σ2) for c > 0.
...2 The hypothesis E[x ] = 0 is equivalent to E[cx ] = 0.
...3 If observations xα are transformed to x∗α = cxα, then

t∗ =
x̄∗ − 0

s∗/
√
N

=
x̄ − 0

s/
√
N

= t.
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Invariant Property of T 2-Test

The T 2-test has a similar property for square C with det(C) ̸= 0.
...1 If x ∼ N (µ,Σ2), then x∗ = Cx ∼ N (Cµ,CΣC⊤).
...2 The hypothesis E[x] = 0 is equivalent to the hypothesis
E[x∗] = E[Cx] = 0.

...3 If observations xα are transformed to x∗α = Cxα, then T ∗2 computed
on x∗α is the same as T 2 computed on xα.

This follows from x̄∗ = Cx̄, S∗ = CSC⊤ and the following lemma.
.
Lemma 1
..

......

For any p × p non-singular matrices C and H and any vector k, we have

k⊤H−1k = (Ck)⊤(CHC⊤)−1(Ck).
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F -Distribution

The F -distribution with d1 and d2 degrees of freedom is the distribution of

x =
y1/d1
y2/d2

=
d2y1
d1y2

where y1 and y2 are independent random variables with Chi-square
distributions with respective degrees of freedom d1 and d2.
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. . . . . .

F -Distribution

The probability density function (pdf) for F -Distribution is

f (x ; d1, d2) =
1

B
(
d1
2 ,

d2
2

) (d1
d2

) d1
2

x
d1
2 −1

(
1 +

d1
d2

x

)− d1+d2
2

where B(α, β) =

∫ 1

0

tα−1(1− t)β−1 dt.
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Noncentral F -Distribution

If y1 is a noncentral Chi-squared random variable with noncentrality
parameter λ and d1 degrees of freedom, and y2 is a (central) Chi-squared
random variable with d2 degrees of freedom that is independent of y1, then

x =
y1/d1
y2/d2

is a noncentral F -distributed random variable.
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Noncentral F -Distribution

The probability density function (pdf) for the noncentral F -distribution is

f (x ; d1, d2, λ)

=


∞∑
k=0

exp(−λ
2 )(

λ
2 )

k

B
(
d2
2 ,

d1
2 + k

)
k!

(
d1
d2

) d1
2 +k (

d2
d2 + d1x

) d1+d2
2 +k

x
d1
2 −1+k , x ≥ 0,

0, otherwise,

where B(α, β) =

∫ 1

0

tα−1(1− t)β−1 dt.
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Distribution of T 2-Statistics

.
Theorem 2
..

......

Let T 2 = y⊤S−1y, where y is distributed according to Np(ν,Σ) and nS is
independently distributed as

∑n
α=1 zαz

⊤
α with z1, . . . , zn independent,

each with distribution Np(0,Σ). Then the random variable

T 2

n
· n − p + 1

p

is distributed as a noncentral F -distribution with p and n − p + 1 degrees
of freedom and noncentrality parameter ν⊤Σ−1ν. If ν = 0, the
distribution is central F .

In the example of likelihood ratio criterion, we consider the special case of
y =

√
N(x̄− µ0), ν =

√
N(µ− µ0) and n = N − 1.
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Distribution of T 2-Statistics

.
Corollary 2
..

......

Let x1, . . . , xN be a sample from N (µ,Σ) and let

T 2 = N(x̄− µ0)
⊤S−1(x̄− µ0).

The distribution of

T 2

N − 1
· N − p

p

is noncentral F with p and N − p degrees of freedom and noncentrality
parameter N(x̄− µ0)

⊤Σ−1(x̄− µ0). If µ = µ0 then the F-distribution is
central.

For large samples the distribution of T 2 given this corollary is
approximately valid even if the parent distribution is not normal.
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. . . . . .

Distribution of T 2-Statistics

.
Theorem 3
..

......

Let x1, x2, . . . be a sequence of independently identically distributed
random vectors with mean vector µ and covariance matrix Σ. Let

x̂N =
1

N

N∑
α=1

xα, ŜN =
1

N − 1

N∑
α=1

(xα − x̄)(xα − x̄)⊤

and

T 2
N = N(x̄N − µ0)

⊤S−1
N (x̄N − µ0).

Then the limiting distribution of T 2
N as N → ∞ is the χ2-distribution with

p degrees of freedom if µ = µ0.
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. . . . . .

Distribution of T 2-Statistics

.
Theorem 4
..

......

Suppose y1, . . . , ym are independent with yα distributed according to
N (Γwα,Φ), where wα is an r -component vector. Let H =

∑m
α=1wαw⊤

α

assumed non-singular, G =
∑m

α=1 yαw
⊤
αH

−1 and

C =
m∑

α=1

(yα − Gwα)(yα − Gwα)
⊤ =

m∑
α=1

yαy
⊤
α − GHG⊤.

Then C is distributed as

m−r∑
α=1

uαu
⊤
α

where u1, . . . ,um−r are independently distributed according to N (0,Φ)
independently of G.
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